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INTRODUCTION

COMMANDO Marshall C3500 Series switches are L3+ Core & Data Center Series Modular
Routing Switches which are fully managed having 1, 10, 40 & 100 Gigabit Ethernet Small
Form-Factor Pluggable (SFP, SFP+, QSFP+, QSFP28) switch ports with perpetual
PoE/PoE+ or Non PoE models having 10G fiber/ 10GE copper fixed uplinks as well as
modular uplink ports aong with physical stacking up to 16 switches, perpetual POE/PoE+
for no power downtime for network resiliency & high availability, delivering robust
performance & intelligent switching for growing networks. This series switches are easy to
deploy, use, manage & designed exclusively for enterprise-class core & aggregation layer
data center switches, specially built for Security, 0T, & Cloud networking needs of
growing businesses, data centers & high-end campus networks.

It has high performance 100G / 40G / 10G / 1G switches designed based on
COMMANDO's sixth generation Ethernet switching technology with Carrier Grade high-
performance which helps it to meet the requirement of Metro/Enterprise/Data Center/HCI
networks. COMMANDQO Marshall C3500 meets the requirements of next generation
Enterprise, Data Center, Metro & HCI (Hyper-Converged Infrastructure) networks which
includes VRRP, VRRP load balancing, BFD for VRRP, BFD for BGP/IS-IS/OSPF/Static route,
MPLS L2 & L3 VPN, BFD for VXLAN, Segment Routing (SR), QoS Traffic classification
based on Layer 2, Layer 3, Layer 4, & priority information Actions including ACL, CAR, & re-
marking, Queue scheduling modes such as PQ, WFQ, & PQ+WRR, Congestion avoidance
mechanisms, including WRED & tail drop, Traffic shaping, O&M Network-wide path
detection, SNMPv1/v2c/v3, Zero Touch Provisioning (ZTP), 802.1x authentication, RADIUS
& TACACS+ authentication for login, DoS, ARP, MAC address attacks, broadcast storms,
& heavy-traffic & ICMP attack defenses, Remote Network Monitoring (RMON).

It can be deployed in harsh environments to deliver hassle free mission-critical services
for next-generation, high-performance core networking setup designed for data center
networks & high-end campus networks. It also provides stable, reliable, & secure high-
performance Layer 2, Layer 3 & data center switching capabilities to help build an elastic,
virtualized, & high-quality network. VXLAN to build a non-blocking large Layer 2 network,
which allows for large-scale VM migration & flexible service deployment. These switches
support comprehensive virtualization capabilities along with data center service features
can also be used for surveillance requirements.

The switches come with Modular uplinks, 1, 10, 40 & 100 Gigabit (SFP, SFP+, QSFP+,
QSFP28) Fiber Network Module as well as 1GE/10GE Copper Network Modules & are



latest development of Gigabit Layer 3 Core & Data center Switch with up to 100G
Modular uplink, Intelligent managed Switches designed for networks requiring High
performance, High port density, High uplink b&width, Flexibility, Fault Tolerance, &
Advanced Software features for maximum Return on Investment (ROI). These switches
have Security features, & advanced Quality of Service (QoS), ideal for all organizations
considering reliable, affordable & advanced Core & Data center feature with CLI & Web
managed, Advanced PoE/PoE+, Scripting capabilities & Layer 3 routing, Automatic MDIX
& Auto-negotiation on all ports select the right transmission modes (half or full duplex) as
well as data transmission for crossover or straight-through cables dynamically. It can save
up to 58% of power consumption, making it an eco-friendly solution for your business
network. Switch models are designed for stacking switches as a single virtual switch,
enabling customers to have a single management plane & control plane for up to 768
access ports. With full POE/PoE+ capability, power & fan redundancy, stacking b&width
up to 3456Gbps, Modular uplinks, Layer 3 feature support, & cold patching for the digital
workplace, these are optimized for today’s data center surveillance, mobile & 10T needs.
These switches are powerful & flexible enough for users to deploy wireless access points,
surveillance cameras, IP phones & other PoE/PoE+ supported devices over longer
distance up to 250 meters. It provides easy device rack & wall mounting, on boarding,
configuration, monitoring, & troubleshooting. These fully managed switches can provide
Layer 3 Core & Data Center features as well as supports |[EEE 802.3af-compliant PoE
(Power over Ethernet) & 802.3at-compliant PoE+ (Power over Ethernet plus). Each
switchport is capable to deliver either 15.4 W PoE or 30 W PoE+ power on all ports.
PoE/PoE+ capable models provide power across all access ports for wireless APS,
security cameras, & other [oT devices with power budget up to 2400W. Designed for
operational simplicity to lower total cost of ownership, they enable scalable, secure, &
energy-efficient business operations with intelligent & automated services. These
switches come with lifetime free software upgrades & patching to enhance features &
supports patching, which provides fixes for critical bugs & security vulnerabilities between
regular maintenance upgrades. This support allows customers to add new features &
upgrades without having to pay a single dollar.



It offers robust QoS, to optimize traffic on your Business Network, these switches provide
(Port-based/802.1p/DSCP) QoS to keep latency-sensitive video & voice traffic jitter-free
moving smoothly. Additionally, port-based, tag-based VLAN, Voice VLANS can improve
security & meet more network segmentation requirements. This series switches also have
provisioning of QOS, Static routing, IPV6 features. Moreover, with its innovative energy-
efficient technology, can save up to 58% of power consumption, making it an eco-friendly
perfect solution for your business network.

Management Access Modes

COMMANDO Marshall advanced IP services, Data center routing switches Management is
made easy via a industry-st&ard command Line Interface (CLI) via Console/Telnet/ETH
port or web-based Graphical User Interface (WEBUI) access via HTTP/HTTPS with
administration traffic protected via , SNMP v1/v2C/v3, SSH vi/v2, RMON vi1/v2 which
enables the switch to be polled for valuable status information & allows it to send traps
when abnormal events occur.

Remote Manageability

Remote management is the process that allows the administrators to take full control of
all operations using a remote. This remote management via WEBUI / Telnet/ SSH/ HTTPS
will reduce time & money spent on management & maintenance & physical presence of
Network Engineer.

Management by CLI - Console, Telnet (RFC854) up to 8 sessions.

Management by WebUI- HTTP, HTTPS for management Based on Remote Configuration
& maintenance Using Telnet.

In this CLI guide we will underst& Management by command Line Interface(CLI) through
console port, telnet & ETH out of b& management mode.

Accessing the C3500 Switch via console port

How to Login COMMANDO Series C3500 via console port?

The console interface is used by connecting the Switch to an VT100-compatible terminal
or a computer running an ordinary terminal emulator program (e.g., the HyperTerminal
program included with the Windows operating system) using an RS-232C serial cable.
Your terminal parameters will need to be set to: VT-100 compatible with 115200 baud.



Users may also access the same functions over a Telnet interface. Once you have set an
IP address for your Switch, you can use a Telnet program (in VT-100 compatible terminal
mode) to access & control the Switch. All of the screens are identical, whether accessed
from the console port or from a Telnet interface.

Step 1 : Connect the Switch console port with PC/Laptop via console cable.

Fig-1. Connection of console port with PC/Laptop via console cable.

Step 2 The communication parameters configuration of the Putty Terminal with console is
shown below Baud rate (Speed):115200.

Step 3 : Click on “Open”. You will get following window.

With the console port properly connected to a management computer, the following
screen should be visible.



% PuTTY Configuration ?

Category:
= Sgassjnn Basic options for your PuTTY session
: - Logging Specify the destination you want to connect to
[=- Terminal Serial |
Keyboard enal line =
Bell COM3 115200
. Features Connection type:
= Window (JRaw () Telnet ) Rlogin () SSH Serial
. Pnppea.rance Load, save or delete a stored session
- Behaviour
Translation Saved Sessions
[+~ Selection
. Colours :
: Default Settings
[=l- Connection —
Telnet Delete
Rlogin
-- S55H
- Senal Close window on exit:
(O Always (I MNever  (® Qhly on clean exit
About Help Open Cancel

Fig-2. Putty configuration in PC for console port access
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Fig-3. COMMANDO Series C3500 Switch CLI access via console port

How to Login COMMANDO Series C3500 via Telnet?

Before Accessing Switch via telnet you have to ensure you are connected to C3500
Switch.

Users access CLI through TELNET
Following are the Steps to access CLI via telnet.

Step 1 : Connect the LAN port of PC/Laptop with any Ethernet port of the switch by LAN
cable.

Step 2 The communication parameters configuration of the Putty Terminal with TELNET
is shown belowrlP Address192.168.1.1 & Port: 23
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Category:
=- Sfassjun Basic options for your PuTTY session
& TE"" I_.ug:|='|ing Specify the destination you want to connect to
= ?Eml‘éxbnard Host Mame (or IP address) Port
Bl [192.168.1.1 23
. Features Connedtion type:
= Window (JRaw\ (® Telnet ( JRlogin ()5SH () Seral
. ﬂppea.rance Load, savd or delete a stored session
- Behaviour
(- Selection
‘. Colours :
s Default Settindg
=1~ Connection —
Da'ta Sa'u'e
Telnet Delete
Rlogin
-- S55H
- Senal Close window on exit:
() Mways () Never (@) Only on clean exit
About Help Open Cancel

Fig-4. Putty configuration in PC for telnet port access

How to Login COMMANDO Series C3500 WEB GUI?



Ethernet port port
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Conhguration cable

Connect any Ethernet port to your system (PC/Laptop) with RJ45 LAN cable.

Fig-5. COMMANDO Series C3500 Switch port connected with PC via RJ45 LAN cable.

In PC following LAN setting required like Open Network & sharing center, Click change
Adapter settings, Double click on Local Area Connection, Click Properties, Double click
on Internet Protocol Version 4(TCP/IPv4) option & set default IP as shown below.

IP Address: : 192.168.0.(2-254) , Subnet Mask: 255.255.255.0, Default Gateway:
192.168.0.1

Note:
You can change access IP & password as per requirement.

Now Open any web browser type http://192.168.0.1 & hit “Enter” following window will
appear.



Login
Username:;
Password:

Language: English »

| Login |

Fig-7. Local Area Connection properties for Web Interface

Use following login details to enter in WEBUI mode,
Username: admin & Password: admin

Recommendations: It is strongly recommended to change all default username &
passwords.



PREFACE

1.1 Declaration
This document updates at irregular intervals because of product upgrade or other reason.

This document is for your reference only.

1.2 Suggestion feedback

If you have any questions when using our product and reading this document, please
contact us:

Email: support@commandonetworks.com, info@commandonetworks.com

1.3 Audience

This document is for the following audiences:

« System maintenance engineers

- Debugging and testing engineers
« Network monitoring engineers

- Field maintenance engineers



BASIC CONFIGURATION GUIDE

2.1 Configuring System Management

2.1.1 Overview

Function Introduction

Banner function is used for configuring messages on the devices. User can specify any
messages to notify other users. Improper operations might cause critical situation such as
service interrupt, in this case, a notification in advance is necessary. (E.g. to notify users
“Don’t reboot”) Three types of messages are supported by now:

- MOTD(message-of-the-day). Messages will display on the terminal when user connect
to the device.

- login banner. Messages will display on the terminal when user login to the device. “Login
mode” is required for displaying this message. Please reference the section of
“Configuring User Management”.

« exec banner. Messages will display on the terminal when user enter the EXEC mode.

Principle Description
This function displays notification on the terminal to reduce misoperation.

2.1.2 Configuration

Configuring a MOTD Login Banner
Step 1: Enter the configure mode
Switch# configure term nal

Step 2: Create the notification
User can create a notification (one line or multiple lines) to display on all connected
terminals. In the following example, the delimiting character is #. All characters between

two delimiting characters will display on the terminals when user connect the device.
The message length is at most 99 lines with 1023 character in each line.

Switch(config)# banner notd # This is a swtch #

Step 3: Exit the configure mode

Switch(config)# exit



Step 4: Validation

Use the following command to display the configuration:

swi t ch# show runni ng
banner notd ~C

This is a switch
"C

Configuring a Login Banner
Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Create the notification

User can create a notification (one line or multiple lines) to display on all connected
terminals. “Login mode” is required for displaying this message. Please reference the
section of “Configuring User Management”.

In the following example, the delimiting character is #. All characters between two
delimiting characters will display on the terminals when user connect the device.

The message length is at most 99 lines with 1023 character in each line.
banner login # admn login #

Step 3 Exit the configure mode

Switch(config)# exit

Step 4 Validation

Use the following command to display the configuration

swW t ch# show runni ng
banner 1ogin ~C

admn | ogin

"C

Configuring an Exec Banner
Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Create the notification



User can create a notification (one line or multiple lines) to display on all connected
terminals. In the following example, the delimiting character is #. All characters between
two delimiting characters will display on the terminals when user enter the EXEC mode.
The message length is at most 99 lines with 1023 character in each line.

Switch(config)# banner exec # do not reboot! #
Step 3 Exit the configure mode
Switch(config)# exit

Step 4 Validation

Use the following command to display the configuration:

sw t ch# show runni ng
banner exec "C

do not reboot!
NC

2.1.3 Application cases

Case 1: mark the usage of the device

Set the MOTD message as “This is a switch of some area/department”, user can see this
message when connect to the device. If the user needs to operate a switch of another
department, he can realize that he connected to a wrong device and stop misoperation.

Configuration Steps

Switch# configure term nal

Swtch(config)# banner nmotd # This is a swtch of |IT DEPARTMENT #
Switch(config)# exit

Configuration files

swi t ch# show runni ng
banner notd ~C
I‘I\'Eis is a swtch of | T DEPARTMENT

2.2 Configuring User Management

2.2.1 Overview

Function Introduction

User management increases the security of the system by keeping the unauthorized



users from guessing the password. The user is limited to a specific number of attempts to
successfully log in to the switch.

There are three load modes in the switch.

- In “no login” mode, anyone can load the switch without authentication.

- In “login” mode, there is only one default user.

- In “login local” mode, if you want to load the switch you need to have a user account.
Local user authentication uses local user accounts and passwords that you create to
validate the login attempts of local users. Each switch has a maximum of 32 local user
accounts. Before you can enable local user authentication, you must define at least one
local user account. You can set up local user accounts by creating a unigue username
and password combination for each local user. Each username must be fewer than 32
characters. You can configure each local user account with a privilege level, the valid
privilege levels are 1 or 4. Once a local user is logged in, only the commands those are
available for that privilege level can be displayed.

There is only one user can enter the configure mode at the same time.

Principle Description

N/A
2.2.2 Configuration

Configuring the user management in login local mode

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 et username and password

Switch(config)# usernane testname privilege 4 password 123abc<>
Step 3 Enter the configure mode and set user management mode

Switch(config)# line vty 0 7

Sw tchgconfi g-1i neg# | ogi n | ocal
Switch(config-line)# exit

Step 4 Exit the configure mode
Switch(config)# exit

Step 5 Validation



After the above setting, login the switch will need a username and password, and user
can login with the username and password created before. This is a sample output of the
login prompt.

User nane:

After the input the username, a password is required.

User nane: testnane
Passwor d:

Authentication succeed:

Passwor d:
Swi t ch#

Configuring the user management in login mode
Step 1 Enter the configure mode

Swi tch# configure term nal

Step 2 Enter the configure mode and set password

Swtch(config)# line vty 0 7

Swtch(config-line)# |ine-password abc
Switch(config-line)# | ogin

Step 3 Exit the configure mode
Switch(config)# exit

Step 4 Validation

After the above setting, login the switch will need the line password, and user can login
with the password created before. This is a sample output of the login prompt.

Passwor d:

Configuring Password recovery procedure

If the password is forgotten unfortunately, it can be recovered by following Steps.

Step 1 Power on the system. Boot loader will start to run. The follow information will
be printed on Console.

CPU. MPCB247 (H P7 Rev 14, Mask 1.0 1K50M at 350 MHz
Board: 8247 (PClI Agent Mbde)



| 2C. ready

DRAM 256 MB

In: serial

Qut: serial

Err: serial

Net: FCCl ETHERNET, FCC2 ETHERNET [ PRI MVE]
Press ctrl+b to stop autoboot: 3

Step 2 Press ctrl+b. stop autoboot.
Boot r on#
Step 3 Under boot loader interface, use the following instructions.

Bootrom# boot fl ash _nopass _ _
Bootron#¥ Do you want to revert to the default config file ? [Y| N E]

Please remember your username and password.

Recovering the password may lead configuration lost or service interrupted; we strongly



recommend that user should remember the username and password.

2.2.3 Application cases

N/A

2.3 Configuring FTP

2.3.1 Overview

Function Introduction

You can download a switch configuration file from an FTP server or upload the file from
the switch to an FTP server. You download a switch configuration file from a server to
upgrade the switch configuration. You can overwrite the current startup configuration file
with the new one. You upload a switch configuration file to a server for backup purposes.
You can use this uploaded configuration for future downloads to the switch or another
switch of the same type.

Principle Description

N/A

2.3.2 Configuration

You can copy configurations files to or from an FTP server. The FTP protocol requires a
client to send a remote username and password on each FTP request to a server.

Before you begin downloading or uploading a configuration file by using FTP, do these
tasks:

« Ensure that the switch has a route to the FTP server. The switch and the FTP server
must be in the same network if you do not have a router to route traffic between subnets.
Check connectivity to the FTP server by using the ping command.

- If you are accessing the switch through the console or a Telnet session and you do not
have a valid username, make sure that the current FTP username is the one that you
want to use for the FTP download.

« When you upload a configuration file to the FTP server, it must be properly configured to
accept the write request from the user on the switch.

For more information, see the documentation for your FTP server.



Downloading a configuration file by using FTP in IPv4 network
Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Set username and password

Svmtchgconfl g;# ftp usernane test
Switch(config)# ftp password test

Step 3 Exit the configure mode
Switch(config)# exit
Step 4 copy the configuration file

Swi t ch# co]fo i f ftp://test:test@O0. 10.10. 163/ startup-
config.cont fl ash /sta rtup- confi g. conf

Step 5 Validation

Use the following command to display the configuration
Switch# show startup-config

Uploading a configuration file by using FTP in IPv4 network #
Step 1 Enter the configure mode

Swi tch# configure term nal

Step 2 Set username and password

S\Mtchgconflgg# ftp usernane test
Switch(config)# ftp password test

Step 3 Exit the configure mode
Switch(config)# exit
Step 4 copy the configuration file

Swi t ch# cop%/ fl ash:/startug config.conf nmgnt-if
ftp://test:test@0. 10.10.1 3/startup confi g. conf

Downloading a configuration file by using FTP in IPv6 network

Username and password settings are same as IPv4 network.

Step 1 copy the configuration file



h# cop %/ ftp://root: root @001: 1000:: 2/startup-config. conf
f a h: / startup-config. conf

Uploading a configuration file by using FTP in IPv6 network
Username and password settings are same as IPv4 network.

Step 1 copy the configuration file

Swi tch# copy flash:/startup-config.conf nmgnt-if
ftp://root:root @001: 1000:: 2 startup-config.conf

2.3.3 Application cases
N/A

2.4 Configuring TFTP

2.4.1 Overview

Function Introduction

You can download a switch configuration file from a TFTP server or upload the file from
the switch to a TFTP server. You download a switch configuration file from a server to
upgrade the switch configuration. You can overwrite the current file with the new one.
You upload a switch configuration file to a server for backup purposes; this uploaded file
can be used for future downloads to the same or another switch of the same type.

Principle Description
N/A

2.4.2 Configuration

Before you begin downloading or uploading a configuration file by using TFTP, do these
tasks:

Ensure that the workstation acting as the TFTP server is properly configured.

Ensure that the switch has a route to the TFTP server. The switch and the TFTP server
must be in the same network if you do not have a router to route traffic between subnets.
Check connectivity to the TFTP server by using the ping command.

Ensure that the configuration to be downloaded is in the correct directory on the TFTP



server.
For download operations, ensure that the permissions on the file are set correctly.

During upload operations, if you are overwriting an existing file (including an empty file, if
you had to create one) on the server, ensure that the permissions on the file are set
correctly.

Downloading a configuration file by using TFTP in IPv4 network

Switch# copy mgmt-if tftp://10.10.10. 163/ startup-config. conf
flash:/startup-config. conf

Uploading a configuration file by using TFTP in IPv4 network

Swit ch# cop% flash:/startup-config.conf ngnt-if
tftp://10.10.10. 163/ startup-config. conf

Downloading a configuration file by using TFTP in IPv6 network

Switch# copy mgmt-if tftp://2001: 1000:: 2/ startup-config. conf
flash:/startup-config. conf

Uploading a configuration file by using TFTP in IPv6 network

Switch# copy flash:/star

t up-confi
tftp://2001: 1000:: 2/ startup-confi

2.4.3 Application cases

N/A

2.5 Configuring SCP

2.5.1 Overview

Function Introduction

SCPE which is short for secure copy, is a part of SSH protocol. It is a remote copy
technology which is based on SSH protocol. User can download a switch configuration

file from a SCP server or upload the file from the switch to a SCP server. User can

download a switch configuration file from a server to upgrade the switch configuration

and overwrite the current file with the new one. User can upload a switch configuration

file to a server for backup purposes; this uploaded file can be used for future downloads

to the same or another switch of the same type.



Principle Description

N/A

2.5.2 Configuration

Before you begin downloading or uploading a configuration file by using SCP, do these
tasks:

Ensure that the workstation acting as the SCP server is properly configured.

Ensure that the switch has a route to the SCP server. The switch and the SCP server must
be in the same network if you do not have a router to route traffic between subnets.
Check connectivity to the SCP server by using the ping command.

Ensure that the configuration to be downloaded is in the correct directory on the SCP
server.

For download operations, ensure that the permissions on the file are set correctly.

During upload operations, if you are overwriting an existing file (including an empty file, if
you had to create one) on the server, ensure that the permissions on the file are set
correctly.

Downloading a configuration file by using SCP in IPv4 network

Switch# copy mgnt-if scp://10.10.10. 163/ startup-config. conf
flash:/startup-config. conf

Uploading a configuration file by using SCP in IPv4 network

Swit ch# coBy flash:/startup-config.conf ngnt-if
scp://10.10. 10. 163/ startup-confi g. conf

Downloading a configuration file by using SCP in IPv6 network

Swit ch# cop%/ mgnt -if scp://2001: 1000: : 2/ st artup-confi g. conf
flash:/startup-config. conf

Uploading a configuration file by using SCP in IPv6 network

Swi tch# copy flash:/startup-config.conf nmgnt-if
scp://2001:1000: : 2/ startup-config.conf

2.5.3 Application cases



N/A

2.6 Configuring Telnet

2.6.1 Overview

Function Introduction

Telnet is a network protocol used on the Internet or local area networks to provide a
bidirectional interactive text-oriented communications facility using a virtual terminal
connection. User data is interspersed in-band with Telnet control information in an 8-bit
byte oriented data connection over the Transmission Control Protocol (TCP). Telnet was
developed in 1969 beginning with RFC 15, extended in RFC 854, and standardized as
Internet Engineering Task Force (IETF) Internet Standard STD 8, one of the first Internet
standards. Historically, Telnet provided access to a command-line interface (usually, of an
operating system) on a remote host. Most network equipment and operating systems
with a TCP/IP stack support a Telnet service for remote configuration (including systems
based on Windows NT). Because of security issues with Telnet, its use for this purpose
has waned in favor of SSH.

Principle Description

N/A
2.6.2 Configuration

Telnet switch with inner port
Example 1 IPv4 Network

Switch# tel net 10.10.29. 247
Ent eri ng character node

Escape character is '"]".
Switch #

Example 2 IPv6 Network

Swi tch# tel net 2001: 1000::71
Entering character node

Escape character is '"]"'.
Switch #

Telnet switch with management port

Example 1 IPv4 Network



Swtch# telnet ngnt-if 10.10.29. 247
Enteri ng character node

Escape character is '""]'.
Swtch #

Example 2 IPv6 Network
Swtch# telnet ngnm-if 2001: 1000::2

Enteri ng character node

Escape character is '"]'.
Switch #

Configure telnet server

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enable Telnet service

Swi tch(config)# service tel net enable
Step 3 Exit the configure mode

Switch(config)# exit

2.6.3 Application cases
N/A

2.7 Configuring SSH

2.7.1 Overview

Function Introduction

The Secure Shell (SSH) is a protocol that provides a secure, remote connection to a
device. SSH provides more security for remote connections than Telnet does by providing
strong encryption when a device is authenticated. SSH supports the Data Encryption
Standard (DES) encryption algorithm, the Triple DES (3DES) encryption algorithm, and
password-based user authentication. The SSH feature has an SSH server and an SSH
integrated client, which are applications that run on the switch. You can use an SSH client
to connect to a switch running the SSH server. The SSH server works with the SSH client
supported in this release and with SSH clients. The SSH client also works with the SSH
server supported in this release and with SSH servers.

Principle Description



N/A

2.7.2 Configuration

Switch/SSH Server

SSH Client

Figure 2-1 SSH system application

Create key for SSH

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Create a key

Switch(config)# rsa key a generate

Step 3 Create a private key named a.pri with key a and save it to flash
Switch(config)# rsa key a export url flash:/a.pri private ssh2
Step 4 Create a private key named a.pub with key a and save it to flash
Switch(config)# rsa key a export url flash:/a.pub public ssh2
Step 5 Exit the configure mode

Switch(config)# exit

Import the key

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Import the key a.pub we created as importKey



S\M’htzch(confi g)# rsa key inmportKey inport url flash:/a.pub public
SS

Step 3 Create username and password

Swi tch(config)# usernanme aaa privilege 4 password abc
Step 4 Assign the key to user aaa

Switch(config)# usernane aaa assign rsa key inportKey
Step 5 Exit the configure mode

Switch(config)# exit

Use SSH to connect

Step 1 Download the a.pri key on SSH client
Step 2 Connect to the client

[root @estl tftpboot]# ssh -i a.pri aaa@0. 10. 39. 101

aaa@o. 10. 39. 101' s password:
Sw t ch#

2.7.3 Application cases
N/A

2.8 Configuring Time&timezone

2.8.1 Overview

Function Introduction

If no other source of time is available, you can manually configure the time and date after
the system is restarted. The time remains accurate until the next system restart. We
recommend that you use manual configuration only as a last resort. If you have an outside
source to which the switch can synchronize, you do not need to manually set the system
clock.

Principle Description

N/A

2.8.2 Configuration



Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Configuring time and timezone

Switch(config)# cl ock set summer-tine dst date 6 1 2013 02: 00: 00

Swi tchéconfi g)# clock set datetinme 11:30:00 10 26 2013
10 31 2013 02:00:00 120

Step 3 Exit the configure mode
Switch(config)# exit

Step 4 Validation

Use the following command to display the information of time and date:

Swit ch# show cl ock detail

13:31: 10 dst Sat COct 26 2013

Time zone: (GMI' + 08:00:00) beijing

Sumrer tinme starts at beijing 02:00:00 06/01/2013

Summer time ends at dst 02: 00: 00 10/ 31/2013
Summer tinme offset: 120 m nutes

2.8.3 Application cases
N/A

2.9 Configuring License

2.9.1 Overview

Function Introduction

License will control the features on the switch; each switch has its free own license inbuilt
to use the L3+ advanced features. By Default There are totally three kinds of licenses:
Enterprise Base, Metro Service, and Metro Advanced. Metro Advanced license will be
default. Customer can apply different license to satisfy different requirement. If switch has
no license, it can only provide L3+ and data center features. Different switch can’t share
the same license. In order to get the license for the specific switch software requirement,
first generate the unique device identifier(UDI) for the switch and then send the UDI to
vendor to apply the license, at last get the license from vendor and use the license on the
switch.

Principle Description



N/A

2.9.2 Configuration

Step 1 Create UDI for the device and send it to remote FTP server

Swi tch# generate device identifier nt-if
ftp://test:test@0. 10. 25. 33/ devi ce. udi

Step 2 Apply license

Send UDI file to vendor, vendor will generate license for customer requirement.

Step 3 Use license

Get the license to local from remote FTP server, and reload the system.

Switch# copy ngnt-if ftp://test:test@O. 10.25.33/device.lic

flash:/device.lic
Swi tch# rel oad

L] NOTE

You must reload the switch for the license to take effect.

If the switch has no license, it can only work with L2 features.

If the switch has more than one license, all the features contain by the licenses can take
effect

Step 4 Validation

Use the following command to display the information of the license:



Swi tch# show | i cense
Li cense fil es:

flash:/ma.lic:

Created Tinme: Fri Dec 6 17:22:23 CST 2013
Vendor: sw t chVendor

Custoner: sw tchCust omer

Devi ce MAC. 00: 1E: 08: 09: 03: 00

Feature Set: Q NQ MVR ERPS MEF ETHOAM
VPWS VPLS HVPLS SMLK TPOAM

OSPF PIM SM | GW VRF MPLS

LDP BGP RSVP OSPF_TE EXTEND ACL

PTP BFD SSM | PV6 OSPF6
PIM_SMc MWR6 Rl PNG TUNNEL_V6

2.10 RPC API Configuration Guide
2.10.1 Overview

Function Introduction

RPC API service allows user to configure and monitor the switch system through Remote
Procedure Calls (RPC) from your program.

The service currently supports JSON-RPC over HTTP protocol together with HTTP Basic
authentication.

Principle Description

RPC API service uses standard JSON-RPC over HTTP protocol to communicate the
switch and your program. User may issue switch CLI commands through JSON-RPC
method: ‘executeCmds’. By default, the CLI mode is in privileged EXEC mode (#).

User could send JSON-RPC request via an HTTP POST request to URL: http://:/command-
api. The detailed JSON-RPC request and response are show below:

JSON-RPC Request

"parans":[ Paraneters for comrand

“format":"text", Expected response format, can be ‘text’ or ‘json’,
the default format is ‘text’

"version":1, The APl version

"cmds":[ List of CLI conmands

"show run", CLI command 1

"config t", CLI command 2

"vl an dat abase", CLI command 3

"vlan 1-8", CLI command 4

"Interface eth-0-1", CLI command 5

"switchport node trunk", CLI command 6

"switchport trunk allowed vlan add 2", CLI command 7
"shut down”, CLI command 8

H A AN ™! ~AonmmonnA O



identifier

JSON-RPC Response

{
"jsonrggé:"Z.O", JSON RPC protocol version. Al ways 2.0.

1dr 53af f - af 77- 420e- 8f 3c-fa9430733a19", JSON RPC uni que
identifier
"result":[ Result list of objects fromeach CLI command execut ed.

"sourceDetails":"version 5.1.6.fcs ! ..", Qutput information of
CLI Command 1.

The Original ASCII output information returned from CLI comrand
if this command is successfully executed.

"errorCode":-1003, Error code if it is avail able.

“errorDesc":"unsupported conmand..”, Error descriptionif it is
avai | abl e.

"warnings":"% Ilnvalid.", Warnings if it is available.

Formatted JSON object will also be returned if it is avail able.
}

{ }, Qutput information of CLI Command 2.

{ }, Qutput information of CLI Command 3.

{ }, Qutput information of CLI Command 4.

{ }, Qutput information of CLI Command 5.

{ }, Qutput information of CLI Command 6.

{ }, Qutput information of CLI Command 7.

{ }, Qutput information of CLI Command 8.

{ }, Qutput information of CLI Command 9.

isourceDetaiIs":" Interface nane : eth-0-1 Switchport node : trunk

}”Ojt put information of CLI Command 10.

Python Client Example Code

Here is an example code using ‘pyjsonrpc’ library:



i mport pyjsonrpc
i mport json

http_client = pyjsonrpc. Htpdient(

url = "http://10.10. 39. 64: 80/ conmand- api ",

usernane = "usernane",

password = "password"

)

cmds = {}

cmd list = ["show run", "config t", "vlan database", "vlan 1-8",
“interface eth-0-1", "swi tchport node trunk", "switchport trunk
al l owed vl an add 2", "shutdown", "end", "show interface

switchport"]

cmds['cnds'] = cnd |
cmds['format'] = "tex
cnds['version'] =1

i st
t

try:

response = http client.call ("executeCnds", cnds)
print("json response:");

json_result = json.dunps(response, indent=4)
print(json_result)

except Exception, e:

if e.code == 401:

print "Unauthorized user"

el se:

print e.nessage
print e.data

Error code

Here is a list of JSON-RPC 2.0 error code:

Error Code Description
-32700 Parse error
-32600 Invalid Request
Method not
-32601
found
-32602 Invalid param
-32603 Internal error

Here is a list of RPC-API error code:



Error Code

-1000

-2001

-2002

-2003

-3001

-3002

-3003

-3004

-3005

-3006

-3007

Description

General error

JSON RPC API Error:
unsupported API version

JSON RPC API Error: must
specify ‘params’ with
‘cmds’ in JSON RPC

JSON RPC API Error:
unsupported command
response format

Command execution failed:
timed out

Command execution failed:
unsupported command

Command execution failed:
unauthorized command

Command execution failed:
the string does not match
any command in current
mode

Command execution failed:
can’t convert to JSON
format

Command execution failed:
command list too short

Command execution failed:
command list too long



2.10.2 Configuration
Configuring RPC API service

User could enable the RPC API service by the following Steps.

The default port is 80.
Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Enable RPC API service

Switch(config)# service rpc-api enable

TE

Use the following command to disable rpc-api service:
Switch(config)# service rpc-api disable
Step 3 Exit the configure mode

Switch(config)# end

Configuring RPC API service with HTTP Authentication

User could configure the HTTP authentication mode of RPC API service.

Currently, only HTTP Basic authentication is supported. User will receive status code: 401
(Unauthorized access) if user provides invalid user name or password.

Step 1 Enter the configure mode
Switch# configure term nal
Step 2 Set the username and password, then enable the rpc-api authentication

Swi tchgconfi gg# user name nmyuser password rrgpajss privilege 4
Switch(config)# service rpc-api auth-node basic



L] NOTE

Use the following command to disable authentication:

Switch(config)# no service rpc-api auth-node

L] NOTE

HTTP authentication settings of RPC API service will take effect after you restart this
service or reboot the system.

Step 3 Exit the configure mode
Switch(config)# end
Step 4 Validation

Swit ch# show services rpc-api

RPC APl service configuration

Server State : enable

Port : 80

Aut henti cati on Mbde : basic
VRF : default

2.10.3 Application cases
N/A

2.11 Configuring HTTP

2.11.1 Overview



Function Introduction

This chapter describes how to configure the switch to start the Web management
function.

Principle Description

N/A
2.11.2 Configuration

Preparatory
Put a valid web image to flash: directory. Please reference to FTP or TFTP guide.

Configure HTTP server

Step 1 Enter the configure mode

Swi tch# configure term nal

Step 2 Load WEB image

Switch(config)# http server |oad flash:/webl mage. bin

Step 3 Configure HTTP server address Optional

Use this Step to specify the source address of WEB http server only loopback address is
supported. If the source address of WEB http server is specified, it will be the only address
to access the WEB. If the source address of WEB http server is not specified, user can
access the WEB via the same address as telnet. The route between the device and the
client is necessary.

Switch(config)
Swi tch(config-
Switch(confi g-
Switch(config)
Thi s operation
of flIine.

Conti nue? l;yes/ noj: yes

Switch(contig)# ip route 0.0.0.0/0 192.168.1.1

nterface | oopback 0

# i p address 192.168. 1. 100/ 32

# quit

ttp server source address 192.168.1.100

Il cause all the online HITP(S) users to be

# i
if)
i)
# h

W

Step 4 Enable HTTP service

Sw tch(config)# service httP enable

Th|f|s operation will cause all the online HTTP(S) users to be
of f1i ne.

Conti nue? [yes/no]: yes



Step 5 Exit the configure mode

Switch(config)# exit

Step 6 Login the web via the browser
Enter the IP address to login the web.

2.11.3 Application cases

N/A



ETHERNET CONFIGUARION GUIDE

3.1 Configuring Interface

3.1.1 Overview

Function Introduction
Interface status, speed and duplex are configurable.

When the interface is configured as “no shutdown”, it can work normally after cable is
connected. When the interface is configured as “shutdown”, no matter the cable is
connected or not, the interface can not work.

If the device supports combo ports, user can choose to enable copper or fiber mode. The
two modes of one port can not work together at same time. The configuration of speed or
duplex at combo ports cannot be effective when combo port is working at fiber mode.

The rule of physical port name is as following: interface name format is eth-[slot]-[port];
[slot] is O for single pizza-box switch; when stacking is enabled, the [slot] number is
according to the configuration. The [port] number is begin with 1, and increase from up to
down, from left to right. The following figure shows the interface name of the device:

cth-0-1 cth-0-23

eth-0-24

Fig 3-1 Interface Name

L] NOTE



To get more information about the interface type and number please reference to the
product spec.

Principle Description

N/A

3.1.2 Configuration

Configuring Interface State

Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Turn on an interface

Sw tch#(config)# interface eth-0-1
Switch(config-1f)# no shutdown

Step 3 Shut down an interface

Switchgconfig-if;# interface eth-0-2
Switch(config-if)# shutdown

Step 4 Exit the configure mode
Switch(config-if)# end

Step 5 Validation

Use the following command to display the status of the interfaces:

Switch# show i nterface status
Port Status Dupl ex Speed Mode Type

eth-0-1 up a-full a-1000 access 1000BASE T
eth-0-2 adnmin down auto auto access 1000BASE T

Configuring Interface Step-3-exit-the-configure-mode-13

Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Enter the interface configure mode and set the speed

Set speed of interface eth-0-1 to 100M

Switch(config)# interface eth-0-1



Swi tchgconfi g-i fg# speed 100
Switch(config-if)# no shutdown

Set speed of interface eth-0-2 to 1000M

Switch(config-if)# interface eth-0-2
vaitchgconfi g-if)# no shut down
Switch(config-if)# speed 1000

Set speed of interface eth-0-3 to auto

Switch(config-if)# interface eth-0-3
Swi tchéconfi g-i fg# no shut down
Switch(config-if)# speed auto

Step 3 Exit the configure mode
Switch(config-if)# end

Step 4 Validation

Use the following command to display the status of the interfaces:

Swi tch# show i nterface status
Port Status Dupl ex Speed Mode Type

up a-full 100 access 1000BASE T
eth-0-2 up a-full 1000 access 1000BASE T
3 up a-full a-1000 access 1000BASE T

Configuring Interface Duplex

There are 3 duplex mode supported on the device:

- full mode: the interface can transmit and receive packets at same time.

« half mode: the interface can transmit or receive packets at same time.

« auto mode: the interface should negotiate with the other side to decide the duplex
mode.

User can choose proper duplex mode according to the network state.

Step 1 Enter the configure mode
Swi tch# configure term nal

Step 2 Enter the interface configure mode and set the duplex

Set duplex of interface eth-0-1 to full



interface eth-0-1
# no shut down
# dupl ex full

Switch(config)#
SW!tChECOﬂfIgI
Switch(config-if

Set duplex of interface eth-0-1 to half

interface eth-0-2

)#
R no shut down

Switch(config-if
-
-if)# duplex half

SSwi tch(config
SSwi tch(config

Set duplex of interface eth-0-1 to auto

Switch(config)# interface eth-0-3
Svaitchﬁconflg if;# no shut down
SSwitch(config-if dupl ex auto

Step 4 Validation

Use the following command to display the status of the interfaces:

Switch# show i nterface status
Port Status Dupl ex Speed Mode Type

eth-0-1 up full a-1000 access 1000BASE T
eth-0-2 up half a-100 access 1000BASE T
eth-0-3 up a-full a-1000 access 1000BASE T

3.1.3 Application cases
N/A

3.2 Configuring Layer3 Interfaces

3.2.1 Overview

Function Introduction

3 types of Layer3 interface are supported:

« VLAN interfaces: Logical interface with layer3 features. Connect different VLANS via IP
address on the VLAN interface. VLAN interfaces can be created and deleted.

« Routed Ports: Ports are physical ports configured to be in Layer 3 mode by using the no
switchport in interface configuration command.

« Layer 3 Link Aggregation Ports: Link Aggregation interfaces made up of routed ports.

A Layer 3 switch can have an IP address assigned to each routed port and VLAN
interface. All Layer 3 interfaces require an IP address to route traffic. This section shows
how to configure an interface as a Layer 3 interface and how to assign an IP address to



an interface.

Principle Description

N/A
3.2.2 Configuration

Configuring Routed Port

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enter the interface configure mode and set IP address

Switch(config)# interface eth-0-1
Switch(config-if)# no switchport
S\Nitchéconfig-ifg# no shut down
Switch(config-if)# ip address 1.1.1.1/24

Step 3 Exit the configure mode
Switch(config-if)# end

Step 4 Validation

Use the following command to display the brief status of the interfaces:

Switch# showip interface brief

I nterface | P-Address Status Protocol
eth-0-1 1.1.1.1 up up

Switch# show ip interface

Interface eth-0-1

Interface current state: UP

| nt ernet address(es):

1.1.1.1/24 broadcast 1.1.1.255

Joi ned group address(es):

224.0.0.1
The maximumtransmt unit is 1500 bytes
| CMP error nessages |limted to one every 1000 m | li seconds

| CMP redirects are al ways sent
| CMP unreachabl es are al ways sent
| CMP mask replies are always sent

ARP tinmeout 01:00:00, ARP retry interval 1s
VRRP master of: VRRP is not configured on this interface

Configuring VLAN Interfaces

This chapter describes configuring VLAN interfaces and using them. Several Virtual LAN
(VLAN) interfaces can be configured on a single Ethernet interface. Once created, a VLAN
interface functions the same as any physical interface, and it can be configured and



displayed like any physical interface. Routing protocols, such as, RIP, OSPF and BGP can
run across networks using VLAN interfaces.

Step 1 Enter the configure mode

Switch# configure term nal
Step 2 Enter the vlan configure mode and create a vlan

Swi tch(config)# vlan dat abase
Switch(config-vlan)# vlan 10
Switch(config-vlan)# exit

Step 3 Enter the interface configure mode and set switch port attributes

terface eth-0-2
switchport node trunk

Switch(config)# in
f)#
f)# switchport trunk allowed vlan all
f)#
2

Swi tch(config-i
Switch(config-i
Swi tchéconfi g-i
Switch(config-i

no shut down
exi t

Step 4 Enter the vlan interface configure mode and set IP address

Swi tchéconfi g)# interface vlanlO
Switch(config-if)# ip address 2.2.2.2/24

Step 5 Exit the configure mode
Switch(config-if)# end

Step 6 Validation

Use the following command to display the brief status of the interfaces:

Switch# show ip interface brief
I nterface | P-Address Status Protocol
vlanl0 2.2.2.2 up up

Switch# show ip interface

I nterface vl anl0

I nterface current state: UP

| nt ernet address(es):

2.2.2.2/ 24 broadcast 2.2.2.255
Joi ned group address(es):

224.0.0.1
The maximumtransmt unit is 1500 bytes
| CMP error nmessages |limted to one every 1000 m | li seconds

| CMP redirects are al ways sent
| CMP redirects are al ways sent
| CVP unreachabl es are al ways sent
| CVMP mask replies are al ways sent

ARP tineout 01:00:00, ARP retry interval 1s
VRRP master of : VRRP is not configured on this interface



3.3 Configuring Interface Errdisable

3.3.1 Overview
Function Introduction

Errdisable is a mechanism to protect the system through shutdown the abnormal
interface. If an interface enters errdisable state, there are two ways to recovery it from
errdisabled state. The first one is to enable errdisable recovery of this reason before
errdisable detection; the interface will be recovered automatically after the configured
time. But if errdisable occurred first, then errdisable recovery is enabled, the errdisable will
not be recovered automatically. The secondary one is configuring “no shutdown”
command on the errdisabled interface.

The flap of interface link state is a potential error caused by hardware or line problem. The
administrator can also configure the detection conditions of interface link flap to suppress
the flap.

Principle Description
N/A
3.3.2 Configuration

Configuring Errdisable Detection
Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Enable detect link flap errdisable

Switch(config)# errdi sable detect reason |ink-flap
Step 3 Exit the configure mode

Switch(config)# end

Step 4 Validation

Use the following command to display the configuration of error disablel



Swi t ch# show errdi sabl e det ect
Err D sabl e Reason Detection status
bpduguar d Enabl ed

bpdul oop Enabl ed

| i nk-nonitor-failure Enabl ed
oamrenote-failure Enabl ed
port-security Enabl ed

i nk-fl ap Enabl ed

moni tor-1i nk Enabl ed

udl d D sabl ed

fdb-1 oop D sabl ed

| oopback-det ecti on Enabl ed
rel oad- del ay Enabl ed

Configuring Errdisable Recovery

Step 1 Enter the configure mode
Switch# configure term nal
Step 2 Enable errdisable and set recovery interval

Swi tchgconfi g;# errdi sabl e recovery reason |ink-flap
Swi tch(config)# errdisable recovery interval 30

Step 3 Exit the configure mode
Switch(config)# end

Step 4 Validation

Use the following command to display the configuration of error disable recoveryr

Swi tch# show errdi sabl e recovery
ErrDi sabl e Reason Ti ner Status
bpduguard D sabl ed

bpdul ocop Di sabl ed

i nk-nonitor-failure D sabl ed
oamrenote-failure D sabl ed
port-security Disabled

Il ink-flap Enabl ed

udl d Di sabl ed

fdb-1 oop Di sabl ed

| oopback-detecti on D sabl ed
Tinmer interval: 30 seconds

Configuring suppress Errdisable link Flap

Step 1 Enter the configure mode



Switch# configure term nal

Step 2 Set link flap condition

Switch(config)# errdisable flap reason link-flap 20 60
Step 3 Exit the configure mode

Switch(config)# end

Step 4 Validation

Use the following command to display the configuration of error disable flapl

Swi tch# show errdi sable flap
Err Di sabl e Reason Flaps Tine (sec)

link-flap 20 60

Checking Errdisable Status

Administrator can check the interface errdisable status though two commands.

Case 1 Enable errdisable recovery

If link flap errdisable is enabled recovery, the command will display the left time for
recovery; Otherwise, will display “unrecovery”.

Swit ch# show errdi sabl e recovery

Err Di sabl e Reason Ti ner Status

bpduguard D sabl ed

bpdul oop Di sabl ed

i nk-nmonitor-failure D sabl ed
oamrenote-failure D sabled

port-security Di sabl ed

Il ink-flap Enabl ed

udl d Di sabl ed

fdb-1 oop D sabl ed

| oopback-detecti on Di sabl ed

Tinmer interval: 300 seconds

Interfaces that will be enabled at the next tineout:
I nterface Errdi sabl e Reason Tine Left(sec)

eth-0-3 link-flap 25

Case 2 Disalbe errdisable recovery



Swit ch# show errdi sabl e recovery
Err D sabl e Reason Ti ner Status

bpduguard D sabl ed

bpdul oop Di sabl ed

[ ink-nmonitor-failure D sabl ed
oamrenote-failure D sabl ed
port-security Disabl ed

i nk-flap D sabl ed

udl d D sabl ed

fdb-1 oop D sabl ed

| oopback-detection Disabl ed
Tinmer interval: 300 seconds

case 3 Display interface brief information to check errdisable state.

Switch# show i nterface status
Port Status Dupl ex Speed Mode Type Description

eth-0-1 up a-full a-1000 TRUNK 1000BASE_SX

et h-0-2 down auto auto TRUNK Unknown

eth-0-3 errdisable a-full a-1000 TRUNK 1000BASE_SX
et h-0-4 down auto auto ACCESS Unknown

3.3.3 Application cases
N/A

3.4 Configuring MAC Address Table

3.4.1 Overview

Function Introduction

MAC address table contains address information for the switch to forward traffic between
ports. The address table includes these types of address:

« Dynamic address: the source address learnt by the switch and will be aged after aging
time if this address is not hit. We only support IVL learning mode.
- Static address: the source address manually added by administrators.

Following is a brief description of terms and concepts used to describe the MAC address
table:

« [VL: Independent VLAN Learning: for a given set of VLANS, if a given individual MAC
Address is learned in one VLAN, it can’t be used in forwarding decisions taken for that
address relative to any other VLAN in the given set.

« SVL: Shared VLAN Learning: for a given set of VLANS, if an individual MAC Address is
learned in one VLAN, it can be used in forwarding decisions taken for that address



relative to all other VLANS in the given set.
Reference to standard:IEEE 802.1DFIEEE 802.1Q
Principle Description

N/A
3.4.2 Configuration

Configuring Address Aging Time

QOO0.1111.2222

Fig 3-2 Mac address aging

The aging time is not exact time. If aging time set to N, then the dynamic address will be
aged after N~2N interval. The default aging time is 300 seconds.

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Set dynamic address aging time

Switch(config)# nac-address-table ageing-tinme 10
Step 3 Exit the configure mode

Switch(config)# end

Step 4 Validation

Use the following command to display the aging time:

Swi t ch# show nmac address-tabl e ageing-tine
MAC address table ageing tine is 10 seconds

Configuring Static Unicast Address



0000.1234.5678

0000 AAAA AAAA

Static mac address table

Unicast address can be only bound to one port. According to the picture, Mac-Da
0000.1234.5678 should forward via eth-0-1.

Step 1 Enter the configure mode
Switch# configure term nal

Step 2 Set static mac address table

S\I/vi tcg(confi g)# mac- address-tabl e 0000.1234.5678 forward eth-0-1
vl an

Step 3 Exit the configure mode
Switch(config)# end

Step 4 Validation



Use the following command to display the mac address table:

Swi t ch# show nac address-tabl e
Mac Address Tabl e

(*) - Security Entry
VI an Mac Address Type Ports

1 0000. 1234.5678 static eth-0-1

Configuring Static Multicast Address

0100.0000.0000

NErver

Static multicast mac address table

Multicast address can be bound to multi-port.According to the picture, Mac-Da
0100.0000.0000 can forward via eth-0-1 and eth-0-2.

Step 1 Enter the configure mode



Switch# configure term nal

Step 2 Set static multicast mac address table

Switch(config)# nmac-address-tabl e 0100. 0000. 0000 forward eth-0-1
vian 1

S}Ni tc?(confi g)# mac- address-tabl e 0100. 0000. 0000 forward eth-0-2
vl an

Step 3 Exit the configure mode
Switch(config)# end

Step 4 Validation

Use the following command to display the mac address table:

Swi t ch# show nac address-tabl e
Mac Address Tabl e

(*) - Security Entry

VI an Mac Address Type Ports

1 0100. 0000. 0000 static eth-0-1
et h-0-2

Configuring MAC Filter Address



0000.1234,5678

Fig 3-5 mac address filter

MAC filter will discard these frames whose source or destination address is set to discard.
The MAC filter has higher priority than MAC address.

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Add unicast address to be discarded

Swi tch(config)# mac-address-tabl e 0000.1234. 5678 di scard
Step 3 Exit the configure mode

Switch(config)# end

Step 4 Validation

Use the following command to display the mac address filter:



Switch# show mac-filter address-table
MAC Filter Address Tabl e

Current count : 1
Max count : 128
Left count : 127
Filter address |i st

0000. 1234. 5678

3.4.3 Application cases
N/A

3.5 Configuring VLAN

3.5.1 Overview

Function Introduction

VLAN (Virtual Local Area Network) is a switched network that is logically segmented the
network into different broadcast domain so that packets are only switched between ports
that are designated for the same VLAN. Each VLAN is considered as a logical network,
and packets send to stations that do not belong to the same VLAN must be forwarded
through a router.

Reference to standard: IEEE 802.1Q

Principle Description

Following is a brief description of terms and concepts used to describe the VLAN:

« VID: VLAN identifier

« LAN: Local Area Network

« VLAN: Virtual LAN

« PVID: Port VID, the untagged or priority-tagged frames will be assigned with this VID

Tagged Frame: Tagged Frame is inserted with 4 Bytes VLAN Tag, show in the picture
below:
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7 OCTETS PRE AMBLE 1 0000 0 0 1 |frstoctet
SFD
1 OCTET 00000 0 0 0ot
6 OCTETS DESTINATION ADORESS
6 OCTETS SOURCE ADDRESS ororty [CF! fntoctt
QTag Prefix
20CTETS | 7AG CONTROL INFORMATION
20CTETS | MAC CLIENT LENGTH/TYPE h v g
. . Tag Control Information (inbrmative)
42-15000CTETS J ) ----- n._uc CL“EHT_ E“‘Tf‘ ..... .
: PAD :
4 OCTETS FRAME CHECK SEQUENCE
: EXTENSION

-----------------------

Fig 3-6 Tagged Frame

Trunk Link: Both tagged and untagged frames can be transmitted on this link. Trunk link
allow for multiple VLANS to cross this link, show in the picture below:

M VLAN tageed frame
—— VLAN untagged frame
Switchl Switch2
Fig 3-7 Trunk link

Access Link: Only untagged frames can be transmitted on this link. Access link is at the
edge of the network, where end stations attach, show in the picture below:

eth-0-1

—— VLAN untagged frame

Switch

VLEAN unaware device

Fig 3-8 Access link



3.5.2 Configuration

Configuring Access Port

eth-0-1

) VLAN untagged frame

Switch

WLAN unlaware device
Fig 3-9 Access link

Access port only receives untagged or priority-tagged frames, and transmits untagged
frames.

Step 1 Enter the configure mode

Switch# configure term nal
Step 2 Enter the vlan configure mode and create vian

Switch(config)# vlan database
Switch(config-vlan)# vlan 2
Swi tch(config-vlan)# exit

Step 3 Enter the interface configure mode, set the switch port mode and bind to the
vlan

Switch(config)# interface eth-0-1

Swi tchEconfi g-i fg# swi tchport npde access
Switch(config-if)# switchport access vlan 2

Step 4 Exit the configure mode
Switch(config-if)# end
Step 5 Validation

Use the following command to display the information of the switch port interface:

Switch# show interface swtchport interface eth-0-1
Interface nane : eth-0-1

Switchport nobde : access

Ingress filter : enable

Acceptabl e frame types : vlan-untagged only

Default Vlan : 2

Configured Mlans : 2

Use the following command to display the vian brief information:



Swi t ch# show vl an bri ef
VLAN | D Nane State STP | D Menber ports
(u) - Untagged, (t)-Tagged

1 default ACTIVE O eth-0-2(u) eth-0-3(u)
eth-0-4(u) eth-0-5(u)
eth-0-6(u) eth-0-7(u)

et h-0-8(u) eth-0-9(u)
eth-0-10(u) eth-0-11(u)
eth-0-12(u) eth-0-13(u)

et h-0-14(u) eth-0-15(u)

et h-0-16(u) eth-0-17(u)

et h-0-18(u) eth-0-19(u)

et h-0-20(u) eth-0-21(u)

et h-0-22(u) eth-0- 23(u?1

2 VLANOOO2 ACTIVE O eth-0-1(u)

Configuring Trunk Port

Trunk port receives tagged, untagged, and priority-tagged frames, and transmits both
untagged and tagged frames. If trunk port receives an untagged frame, this frame will be
assigned to the VLAN of the trunk port’s PVID; if a frame send out from the trunk port and
the frame’s VID is equal to the trunk port’s PVID, this frame will be send out without VLAN
tag.

A

eth-0-1

' eith—0-2 \

YW LAN unaware device Switch 1 Switch 2 YWLAN unaware device

Fig 3-10 Trunk link

Network topology is shown in the picture above. The following configuration Steps are
same for Switch1 and Switch?2.

Step 1 Enter the configure mode
Switch# configure term nal
Step 2 Enter the vlan configure mode and create vian

Switch(config)# vlan database
Swi tchEconfi g- vl an;# vl an 10, 20
Switch(config-vlan)# exit



Step 3 Enter the interface configure mode, set the switch port mode and bind to the
vlan

Set eth-0-1's switch port mode as trunk, set native vian as 10, and allow all VLANSs on this
interface:

Switch(config)# interface eth-0-1
Switch(config-if)# switchport node trunk
Switch(config-if)# switchport trunk allowed vlan all
va!tchéconflg |f3# switchport trunk native vlan 10
Swtch(config-if)# exit

Set eth-0-2’s switch port mode as access, and bind to vian 10:

Switch(config)# interface eth-0-2
Switch(config-if)# switchport node access
Switchgconflg |f;# swi tchport access vlan 10
Switch(config-if)# exit

Step 4 Exit the configure mode
Switch(config-if)# end

Step 5 Validation

Use the following command to display the information of the switch port interface:

Switch# show interface swtchport
Interface nane : eth-0-1
Switchport node : trunk

Ingress filter : enable
Acceptable franme types : all
Default Vlan : 10

Configured Vlans : 1 10 20
Interface nane : eth-0-2
Switchport nobde : access

Ingress filter : enable

Acceptabl e frame types : vl an-untagged only
Default Vlan : 10

Configured Vlans : 10

Use the following command to display the vian brief information:



Swi t ch# show vl an bri ef
VLAN | D Nane State STP | D Menber ports
(u) - Untagged, (t)-Tagged

1 default ACTIVE O eth-0-1(t) eth-0-3(u)
eth-0-4(u) eth-0-5(u)
eth-0-6(u) eth-0-7(u)

et h-0-8(u) eth-0-9(u)
eth-0-10(u) eth-0-11(u)
eth-0-12(u) eth-0-13(u)

et h-0-14(u) eth-0-15(u)
eth-0-16(u) eth-0-17(u)

et h-0-18(u) eth-0-19(u)

et h-0-20(u) eth-0-21(u)

et h-0-22(u) eth-0-23(u)

10 VLANOO1O ACTIVE O eth-0-1
20 VLANOO20 ACTI VE 0 et h-0- 15

~+ —+

g et h-0-2(u)

3.5.3 Application cases
N/A

3.6 Configuring Voice VLAN

3.6.1 Overview

Function Introduction

With the development of the voice technology, the use of IP Phone/IAD(Integrated Access
Device) is becoming more and more widespread in broadband community. Voice and
data traffics are usually present in the network at the same time, therfore, voice traffics
need higher priority to improve the performance and reduce the packet loss rate.

The traditional method to improve the quality of voice traffic is using ACL to separate the
voice packets, and using QoS to ensure the transmit quality.

The voice VLAN feature can identify the voice packets by source mac, which makes the
conguration more convenient.

Principle Description
N/A
3.6.2 Configuration

Step 1 Enter the configure mode



Switch# configure term nal
Step 2 Enter the vlan configure mode and create vian

Swi tch(config)# vlan dat abase
Swi tchéconfi g- vl ang# vlan 2
Switch(config-vlan)# exit

Step 3 Set the cos of voice vlan (Optional)

The default cos is 5.
Switch(config)# voice vlan set cos to 7
Step 4 Set the voice vlan and create a mac entry for it

Switch(config)# voice vlan 2
Switch(config)# voice vlan mac-address 0055.0000.0000 ffff.ff00.0000 description test

Step 5 Enter the interface configure mode and enable voice vlan

Switch(config)# interface eth-0-1
Switch(config-if)# swtchport node trunk
Switch(config-if)# swtchport trunk allowed vlan all
Switch(config-if)# voice vlan enable
Switch(config-if)# interface eth-0-2
S\Mtchgconfig-ifg# swi tchport node trunk
Switch(config-if)# swtchport trunk allowed vlan all

Step 6 Validation

Send packet to eth-0-1, the format of the packet is as belowdpriority in Vlan tag is O

0x0000: 0000 0a02 0001 0055 0000 0011 8100 0002 ........ k. ......
0x0010: 0800 aadd aadd aadd aadd aadd aadd aadd ................
0x0020: aadd aadd aadd aadd aadd aadd aadd aadd ................
0x0030: aadd aadd aadd aadd aadd aadd ............

Receive packet from eth-0-2, the format of the packet received is as belowlpriority in Vian
tag is 5er.

0x0000: 0000 0a02 0001 0055 0000 0011 8100 al02 ........ K. ......
0x0010: 0800 aadd aadd aadd aadd aadd aadd aadd ................

0x0020: aadd aadd aadd aadd aadd aadd aadd aadd ................
0x0030: aadd aadd aadd aadd aadd aadd ............

3.6.3 Application cases

N/A



3.7 Configuring VLAN Classification

3.7.1 Overview
Function Introduction

VLAN classification is used to define specific rules for directing packets to selected VLANS
based on protocol or subnet criteria. Sets of rules can be grouped (one group per
interface).

VLAN classification rules have 3 types: mac based, ip based and protocol based. MAC
based vlan classification rule will classify packets to specified VLAN according to the
source MAC address of incoming packets; IP based vian classification rule will classify
packets according to the source IP address of incoming packets; And protocol based
vlan classification rule will classify packets according to the layer3 type of incoming
packets. The following layer3 types can be supported: ARP, IP(v4), MPLS, Mcast MPLS,
PPPOE, RARP.

Different types of vian classification rules can be added to same vian classification group.
VLAN classification group can only be applied on switchport. Only one type of vian
classification rules can take effect on one switchport.

Principle Description
N/A

3.7.2 Configuration

= o A

Rule? eth-0-2

tags

eth-0-6

Ruleid eth-0-3

Fig 3-11 vlan classification

In this configuration example, three VLAN classifier rules are created:



Rule 1 is mac based rule, it will classify the packets with MACSA 2222.2222.2222 to vlan
5;

Rule 2 is ip based rule, it will classify the packets sourced from IP adress 1.1.1.1 to vlan 5;
Rule 3 is protocol based rule, it will classify all arp packets to vian 5.

Add rule 1, rule2, rule3 to group 31. Then apply group 31 to 3 interfaces: eth-0-1, eth-0-2,
eth-0-3. These 3 interfaces have different vian classification type. eth-0-1 is configured to
ip based vlan class, this means only ip based rules can take effect on this interface. eth-0O-
2 is configured to mac based vian class, this means only mac based rules can take effect
on this interface. eth-0-3 is configured to protocol based vian class, this means only
protocol based rules can take effect on this interface.

Step 1 Enter the configure mode
Switch# configure term nal
Step 2 Enter the vlan configure mode and create vlan

Switch(config)# vlan dat abase
Switch(config-vlian)# vlian 5
Switch(config-vlan)# vlian 6
Swi tchgconfi g- vl an;# exi t

Step 3 Create vlan classifier rule and add the rules to the group

Swtch(config)# vlian classifier rule 1 mac 2222.2222.2222 vlian 5
Swtch(config)# vlian classifier rule 2 ip 1.1.1.1 vlian 5
Switch(config)# vlian classifier rule 3 protocol arp vlian 5
Switch(config)# vlian classifier group 31 add rule 1
Switchéconfig;# vlan classifier group 31 add rule 2
Switch(config)# vlian classifier group 31 add rule 3

Step 4 Apply the vlan classifier group on the interface

interface eth-0-10

Switch(config)# interface eth-0-1

Switch(config-if)# switchport access vlan 6
Switch(config-if)# switchport access allowed vlan add 5
Switchéconfig-if;# vlan classifier activate 31 based ip
Switch(config-if)# exit

interface eth-0-22



Switch(config)# interface eth-0-2

Switch(config-if)# switchport access vlan 6
Switch(config-if)# switchport access allowed vlan add 5
Swi tchéconfi g-i f;# vlan classifier activate 31 based nac
Switch(config-if)# exit

interface eth-0-3

Switch(config)# interface eth-0-3

Switch(config-if)# switchport access vlan 6
Switch(config-if)# switchport access allowed vlan add 5

Swi tchEconfi g-1i fg# vl an classifier activate 31 based protocol
Switch(config-if)# exit

interface eth-0-02

Switch(config)#
Switch(config)#
Swi tchéconfi g-i
Switch(config-i

interface eth-0-6
wi t chport node trunk

S
fg# switchport trunk allowed vlan add 5
f)# exit

Step 5 Exit the configure mode
Switch(config)# end

Step 6 Validation

Verify the VLAN classifier rules:

Switch# show vlan classifier rule
vlian classifier rule 1 mac 2222.2222.2222 vlan 5

vlan classifier rule 2 ip 1.1.1.1 vlan 5
vlian classifier rule 3 protocol arp vlan 5

Verify the VLAN classifier group:

Swi tch# show vl an cl assifier group
vlan classifier group 31 add rule 1
vlan classifier group 31 add rule 2
vlan classifier group 31 add rule 3

Verify the VLAN classifier interface:

Switch# show vl an classifier interface grou

vlan classifier group 31 on interface eth-0-2, based nac
vlan classifier group 31 on interface eth-0-1, based ip

vlan classifier group 31 on interface eth-0-3, based protocol

Application cases

N/A



3.8 Configuring VLAN Mapping
3.8.1 Overview
Function Introduction

Service-provider business customers often have specific requirements for VLAN IDs and
the number of VLANS to be supported. The VLAN required by different customers in the
same service-provider network might overlap, and traffic of customers through the
infrastructure might be mixed. Assigning different VIDs to each customer to mapping their
own’s would bring the traffic from different customers separate. Using the VLAN
translation feature, service providers can use a series of VLANS to support customers who
have their own VLANs. Customer VLAN IDs are translated, and traffic from different
customers is segregated within the service-provider infrastructure, even when they
appear to be on the same VLAN.

802.1Q tunneling expands VLAN space by using a VLAN-in-VLAN hierarchy and tagging
the tagged packets, and the maximal VLAN number can reach 4096 x 4096 . Using the
802.1Q tunneling feature, service providers can use a single VLAN to support clients
which have multiple VLANSs. The ISP usually builds a VLAN model to monitor whole VLAN
of backbone network by using GARP or GVRP and accelerate network convergence
speed by using STP. Using 802.1Q tunneling as initial solution is right at first, but it can
cause expansibility problem as clients increased. Some clients hope to bring their own
VLAN ID which will face two problems. Firstly, the first client’s VLAN tag may clash with
the other clients. Secondly, the usable tags may be severely limited for the service-
provider. The core network will have limits on the 4096 numbers VLAN, if the clients are
permitted to use their respective VLAN ID by their own manner.



Customer A
VLANS 1-20, 100

Customer A
VLANS 1-20, 10

[}
&

'
L]
'
H

’
' ’

LY [
Tunnel pur'f“‘ "'l- unnel port
VAN 30 X ! VLAN 3

,’1'unne| port
¢ VLAN 30

Tunnel port «

. unnel port s,
VLAN 50¢

VLAN 50 %
L]

Trunk

--------- Asymmetric Link

Customer B Customer B
VLANS 60-80, 100 VLANS 60-80, 100

Figure 3-12 QinQ Tunnel

Using 802.1Q tunneling, the client’s VLAN tag is encapsulated in the public VLAN tag and
packets with two tags will traverse on backbone network. The client’s VLAN tag will be
shield and only the public VLAN tag will be used to transmit. By separating data stream,
the client’'s VLAN tag is transmitted transparently and different VLAN tags can be used
repeatedly. Therefore, using 802.1Q tunneling expands the available VLAN tags. Two
types of 802.1g tunneling are supported: basic 802.1Q tunneling and selective 802.1Q
tunneling. Basic 802.1Q tunneling is founded on tagging on ports and all dates will be
encapsulated a common VLAN tag of the same port, So this type has great limitations in
practical applications. While selective 802.1Q tunneling can separate data stream and
encapsulate different VLAN tags base on different data.

Principle Description

N/A



3.8.2 Configuration

Configuring VLAN Translation

| C-VLAN 10 S-YLAN 2

a~YLAN 3

Figure 3-13 vlan mapping

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enter the vlan configure mode and create vian

Switch(config)# vlan database
Swi tchEconfi g- vl an;# vlian 2,3
Switch(config-vlan)# exit

Step 3 Create evc and set dotlg mapped vian

Switch(config)# ethernet evc evc _cl
Swi tch(config-evc)# dotlq mapped-vlan 2

Swi tchgconfi g)# ethernet evc evc_c2
Switch(config-evc)# dot1lq nmapped-vlan 3

Step 4 Create vlan mapping table and bind the vlan and evc

Switch(config)# vlan mapping table vm

Swit ch(config-vl an- mappi ng) # rawvlan 10 evc evc_cl
Swi tchgconfi g- vl an- mappi ngg# raw vl an 20 evc evc_c?2
Swit ch(confi g-vl an- mappi ng) # exit

Step 5 Enable vlan translation on the interface and apply the vlan mapping table

Switch(config)# interface eth-0-1

Switch(config-if)# switchport node trunk

Switchgconfig-ifg# switchport trunk vlan-trans|ation _
Switch(config-if)# switchport trunk vlan-transl ation mapping table

vm
Switch(config-if)# switchport trunk allowed vlan add 2,3
Switch(config-if)# interface eth-0-2

Switch(config-if)# swtchport node trunk
SV\@tchEconfig-ifg# sw tchport trunk allowed vlan add 2,3
Switch(config-if)# exit

Step 6 Exit the configure mode



Switch(config)# end

Step 7 Validation

Use the following command to display the information of the switch port interface:

Switch# show interface switchport interface eth-0-1
I nterface nane : eth-0-1

Switchport node : trunk

VLAN traslation : enable

VLAN mapping table : vm

Ingress filter : enable

Acceptable frane types : all

Default Vlian : 1

Configured Vians : 1 2 3

Use the following command to display the information of the vian mapping tablell

Swit ch# show vl an mappi ng table
Tabl e Nanme EVC Nane Mapped VLAN Raw VLAN

vmevc_cl 2 10
evc _c2 3 20

Configuring 802.1g Tunneling Basic 802.1Q tunneling

S-VLAN 1[C-VLAN 10

[ CVIAN m>
eth-0-1

CVLAN 2E1>

[ S-VIAN I[C-VLAN 20

Figure 3-14 QinQ Tunnel

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enter the interface configure mode, set the switch port mode

Switch(config)# interface eth-0-1

Swi tchEconfi g-i fg# no shut down
Switch(config-if)# switchport node dot 1g-tunnel

Step 3 Exit the configure mode

Switch(config-if)# end

N4



Step 4 Validation

This example shows how to configure a switchport to basic dotig-tunnel port. You can
use show the configuration on the switchport:

Switch# show interface switchport interface eth-0-1
Interface nane : eth-0-1

Switchport node : dot 1g-tunnel ( basi c)

Ingress filter : enable

Acceptable frame types : all

Default Vlan : 1

Configured Mlans : 1

Configuring 802.1g TunnelingSelective 802.1Q tunneling, Add one tag for incoming
untagged packet.

| CVLAN 10 > /\ CVLAN Z/C-VLAN 10

NV VNV Y

\ | S—VLAN 3000t Of Raw Vlan
Cut Of Kaw Ylan

3-15QinQ Tunnél

Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enter the vlan configure mode and create vlan

Switch(config)# vlan database
Switch(config-vlan)# vlan 2,3, 20, 30
Switch(config-vlan)# exit

Step 3 Create evc and set dotlg mapped vian

Switch(config)# ethernet evc evc _cl

Swi tch(config-evc)# dot1lq mapped-vlan 2
Switch(config)# ethernet evc evc _c2
Switch(config-evc)# dot1lq mapped-vlan 3
Swi tch(config)# ethernet evc evc_c3
Switch(config-evc)# dot1g nmapped-vlan 20
Switch(config)# ethernet evc evc_c4

Swi tchgconfi g- evcg # dot 1qg mapped-vl an 30
Switch(config-evc)# exit

Step 4 Create vlan mapping table and bind the vlan and evc



Switch(config)# vlan mapping table vm

Swi tch(confi g-vl an- mappi ng)# raw vl an 10 evc evc_cl

Swi tch(confi g-vl an- mappi ng) # raw vl an 30-40 evc evc_c2

Swi tch(config-vl an- mappi ng) # raw vl an unt agged evc evc_c3

Swi tch§conf| g- vl an- mappi ngg# raw- vl an out - of -range evc evc_c4
Swit ch(confi g-vl an- mappi ng) # exit

Step 5 Enable vlan translation on the interface and apply the vlan mapping table

eth-0-1:

Switch(config-if)# switchport node dot 1g-tunnel
Switch(config-if)# switchport dotlg-tunnel type selective
Switch(config-i f;# swi tchport dot1g-tunnel vlan mapping table vm
Switch(config-if)# swtchport dotl1lg-tunnel allowed vlan add

2,3, 20,30

eth-0-2:

W t chport node trunk

S\Mtchgconflg |f; SW
# swi tchport trunk allowed vlan add 2, 3, 20, 30

Switch(config-if
Step 6 Exit the configure mode
Switch(config-if)# end

Step 7 Validation

This example shows how to configure a switchport to selective dotig-tunnel port:

Switch# show interface switchport interface eth-0-1
Interface nane : eth-0-1

Swi tchport node : dot 1g-tunnel (sel ective)

VLAN mapping table : vm

Ingress filter : enable

Acceptable frane types : all

Default Vian : 1
Configured Vians : 1 2 3 20 30

Use the following command to display the information of the vian mapping tablefl

Swit ch# show vl an mapping table
Tabl e Nanme EVC Nane Mapped VLAN Raw VLAN

vmevc_cl 2 10

evc_c2 3 30-40

evc_c3 20 untag?e
evc_c4 30 out-of-range

Configuring 802.1q Tunneling Selective 802.1Q tunneling, Add two tags for incoming
untagged packet.
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Step 1 Enter the configure mode

Switch# configure term nal

Step 2 Enter the vlan configure mode and create vian

Switch(config)# vlan database
Swi tchgconfi g- vl ang# vlan 2,3, 10, 20, 30
Switch(config-vlan)# exit

Step 3 Create evc and set dotlg mapped vlan

Switch(config)# ethernet evc evc cl

Swi tch(config-evc)# dot1g mapped-vlan 2
Switch(config-evc)# exit

Switch(config)# ethernet evc evc_c2
Switch(config-evc)# dot1q napped-vlan 3
Switch(config-evc)# exit

Switch(config)# ethernet evc evc_c3
Switch(config-evc)# dot 1g nmapped- doubl e-vlian 10 20
Switch(config-evc)# exit

Switch(config)# ethernet evc evc_c4
